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Abstract—Some of the major security risks associated with The Concise Oxford English Dictionary (eleventh edition)
spam e-mail are the spreading of computer viruses and the defines spam as “irrelevant or inappropriate messages sent
facilitation of phishing exercises. Spam is therefore regaed as oy the |nternet to a large number of newsgroups or users”.
one of the prominent security threats in modern organizatims. S . . | df dvertisi C diti
Security controls, such as spam filtering techniques, havedzome pamis pr'm_a” y used for advertising. Commodities preubs
increasingly important to protect information and informa tion for commercial purposes range from computer software and
assets. In this paper the performance of a Generalized Ad- medical products to investments. Spam is also employed to

ditive Neural Network on a publicly available e-mail corpus express religious or political opinions, mislead the targe

is investigated in the context of statistical spam filtering The = 5,gjence with promises of fortune and distribute useleach
neural network is compared to a Naive Bayesian classifier and letters

Memory-based technique. Generalized Additive Neural Netarks
have a number of advantages compared to neural networks in ~ Spam causes a number of problems to the Internet commu-
general. An automated construction algorithm performs feaure nity. It takes time to sort unwanted messages which poses a
and model selection simultaneously and produces results Wth  risk that legitimate mail can be deleted. Delivery of normal
can be interpreted by a graphical method. This algorithm is ®W-  4i| can pe delayed by large amounts of spam-traffic between
erful, effective and performs highly accurate compared to ther - .
non-linear model selection methods. The paper also considethe ServerS_. Users W'th_d'a!'uD Int?met access have to waste
impact of different feature set sizes using cost-sensitivmeasures. Pandwidth downloading junk mail. Furthermore, some spam
These criteria are sensitive to the cost difference betweetwo are pornographic in nature and should not be revealed to
common types of errors made by filtering systems. Experimesst children.
show better performance compared to the Naive Bayes and  gpam js no longer just considered as an invasive annoyance
Memory-based classifiers where legitimate e-mails are aggied . o
the same cost as spams. This result suggests Generalized Kilé ora problem OT convenience buF It Is regardeq an.d accepted
Neural Networks may be utilized to flag spam e-mails in order @s an issue which poses a considerable security risk to-enter
to prioritize the reading of messages. prises. This view is due to the fact that spam is used, amongst
Index Terms—Generalized Additive Neural Network, Memory-  other things, for spreading computer viruses and as a deeept
ﬁf‘sfi‘:kdaéssgr'sr’s’\‘i‘éf fﬁa?ns'a” classifier, Neural NetwarlSecu-  method of obtaining sensitive information. It has alreadgp
y f1sk, Spam, Sp g reported in 2004 that about ninety percent of companiesagre
that spam makes their companies more vulnerable to security
threats [3]. More recent surveys and reports support thist po
The Internet has promoted new channels of communicatiofiview [4]; [5]; [6]. It has therefore become imperative to
which allow an e-mail to be sent to people thousands ehsure that proper policies and controls are in place t@atii
kilometers away [1]. Sending messages by e-mail hastlee security risks associated with spam. One importantebnt
number of advantages including high reliability, relatyow is the detection and management of spam messages.
transmission costs, generally fast delivery and the sbibt A number of techniques have been applied to filter spam
be automated [2]. These strengths enable almost free masmessages [7]; [8]; [9]. In this paper a Generalized Additive
mailing which can reach out to hundreds of thousands of us&tsural Network (GANN) is applied to a publicly available €or
within seconds. Unfortunately, this freedom of commun@at pus to detect spam messages. The Ling-Spam collection was
can be exploited. Over the last number of years a situatioonstructed by [10] and made available as a benchmark corpus
has been reached where users’ mailboxes have been flooBedults obtained by the GANN are then compared to the
with unwanted messages. This deluge of spam has escalgtedormances of a Naive Bayesian classifier and a Memory-
to the point where the viability of communication via e-maibased learning technique applied by [10]. This comparisitin w
is threatened. provide insight into the feasibility of using a GANN to detec
Although spam messages can be easily recognised, itursvanted messages.
difficult to develop an accurate and useful definition of spam The rest of the paper is organized as follows. GANNs

I. INTRODUCTION



are discussed in Section Il. Examples of typical supervisedA Generalized Additive Model (GAM) is defined as
prediction models are presented and difficulties encoadter 1 B
with neural networks in general are considered. In Section 90 (E(y)) = Bo + frlas) + fa(z2) + ... + ful(@w),

Il the publicly available Ling-Spam corpus is discussed. Ayhere the expected target on the link scale is expressed as
preprocessing steps, vector representations of the mesas®) the sum of unspecified univariate functions [16]; [17]; [18]
constructed and feature selection is performed. Next, &aigach univariate function can be regarded as the effect of the
Bayesian classification and Memory-based classificati@ &forresponding input while holding the other inputs corstan
considered in Sections IV and V. In addition three pl‘aCtiCQ{/hen a GAM is imp|emented as a neural network it is called
scenarios where these methods can be applied are discusg&skneralized Additive Neural Network

Cost-sensitive measures used to evaluate the learning techrne main architecture of a GANN is comprised of a separate

niques are presented in Section VI. These metrics takes 9P with a single hidden layer of. units for each input
account the differences in cost of classifying a legitimaigyriable:

message as spam and vice versa. Experimental results are

considered in Section VII. Finally, some conclusions on the fi(zj) = wijtanh(wor; +wiijz;) + ...

i?liaflblhty of GANNSs to detect spam are presented in Section wpgtanh(won; + winga;).
The individual bias terms of the outputs are incorporated
into the overall bias3,. Each individual univariate function
contains 3h parameters, wheré, the number of hidden
neurons, could be different across inputs. This architectu
can be extended to include an additional parameter for atdire
connection (skip layer):

Il. GENERALIZED ADDITIVE NEURAL NETWORKS

To arrive at a spam filter, a decision functighmust be
obtained that classifies a given e-mail messagas spam.§)
or legitimate mail ) [2]. If the set of all e-mail messages is
denoted byM, a search for the functioff : M — {S, L} is
performed by supervised learning. With this techniqueriear
ing methods are trained on a set of pre-classified messages f;(z;) = wo;x; + wijtanh(worj + wi1,z;) + - ..
{(my,c1), (M2, c2),...,(Mn,cn)},m; € Mye; € {S,L}.
Examples of such learning methods are Generalized Linear
Models, Multilayer Perceptrons, Generalized Additive Mtsd A packfitting algorithm is used by [16] and [17] to esti-

—|—whjtanh(w0hj + wlthj).

and Generalized Additive Neural Networks [11]. mate the individual univariate functionf. Backfitting is not
Generalized Linear Models [12], required for GANNs. Any method that is suitable for fitting
95 (EW)) = Bo + Brx1 + Baa + ... + Brar, more general MLPs can be utilized to simultaneously esémat

o . ~ the parameters of GANN models. The usual optimization and
are often used for predictive modeling. The range of predictmodel complexity issues also apply to GANN models.
values are restricted by the link functiop, ". For spam  |n general, to construct a neural network and interpreting

detection, the logit link results obtained are not trivial tasks. There are a number of
1 E(y) decisions that must be made to determine the architecture.
90 (E(y)) = l”(l _ E(y)) These decisions include the number of hidden nodes and the

different activation functions. Trial-and-error or exjpeents is
between zero and one. The parameters are usually estim Ctlédrorlenﬂy the most common way to_determine the number of
by maximum likelihood fidden nodes [15]. Additionally, various rules of thumb dav
A : ] . . been suggested. Examples of these rules are that the number
Multilayer Perceptrons [13]; [14]; [15] are the most widely f cases determine the number of hidden nodes and for each

used type of neural network for supervised prediction. '\?‘veight there should be at least ten records. Some researcher

Mulltllayer Perceptron (MLP) with a single hidden layer Wlﬂ]imit the number of hidden nodes with empirical rules. Alas,
h hidden neurons has the form s
has been found that none of these heuristic methods perform
well for all problems.
Choosing the appropriate number of inputs to the neural
network is also not obvious. At best, a relatively small n@mb

is appropriate as the expected target (probabilities) imbed

k
95 (E(y)) = wo + witanh(wo; + ijlxj) +...

J=1

k of essential nodes are required which can identify the wiqu
wntanh(won + Z WinT;), features found in the data. The learning or prediction céipab
J=1 of the network can be negatively influenced by too little or

where the link function is the inverse of the output actiwati too many input nodes. When the number of inputs is too
function. Although other sigmoidal functions could be usedittle, the neural network may not achieve the desired level
the activation function in this case is the hyperbolic tartge of accuracy. Overtraining may occur when too many input
The unknown parameters are estimated by numerically optiedes are utilized.

mizing some appropriate measure of fit to the training dataTo make matters worse, neural networks in general are
such as the negative log likelihood. regarded as black box methods. There is no explicit form



to explain and analyze the relationship between inputs aodrresponding toY; is present in the message akig = 0 oth-

the target which causes difficulty in interpreting resutisnf erwise. For the experiments, each attribute indicatesvenet

the networks. Fortunately, these concerns are addressta byparticular word (e.g. computer) can be found in the message.

automated construction algorithm for GANNSs. Feature selection is performed by ranking the candidate at-
At present two algorithms exist to estimate GANN modeldtibutes by their mutual information (M) values and chasi

An interactive construction algorithm was suggested by] [1¢he attributes with then highest Ml scores. The MI value of

which utilizes visual diagnostics to specify the complgxit each candidate attribute was computed as follows:

each univariate function. To perform model selection, pluft

the fitted univariate functionsf;(;) overlaid on the partial MI(X;C)= 3 P(X=xC=c)

residuals z€{0,1},
~ ~ ce{S,L
pry =95 W)~ b= Y filay) o
I#] log (X =2C= C)

P(X =z) -P(C=c¢)’

-1 —1/4 A
=90 (¥) —90 @)+ fi(z;), where C denotes the category which can be spa$i) ¢r
legitimate messaged ] [23].
The probabilities are estimated as frequency ratios from

residual plots can become a daunting and time consuming t trf';unlng corpus. Each word n the Llng-Sp.am corpus was
Itis also known that human judgement s subjective which m&yPstituted by its base form with a lemmatizer to prevent
result in models that are suboptimal. Therefore [11] dewetp @ndling forms of the same word as different attributes.

an automated construction algorithm based on the search fol? the next section the Naive Bayesian filter utilized by [10]
GANN models using objective model selection criteria of® detect spam is discussed. Moreover, three practicahsiosn
cross-validation. In this algorithm, partial residualetpl are in which the filter are employed are considered.

used as a tool to provide insight into the models created IV. NAIVE BAYESIAN CLASSIEICATION

and not for model building. With sufficient time to evaluate
candidate models, this best-first search method is optimal
and complete. It was shown that the algorithm is e1‘fectiv8nr

versus the correspondingh input are examined [20]; [21];
[22]. For a large number of inputs this evaluation of the iphrt

rA\ccording to Bayes’ theorem and the theorem of total
obability, the probability that a document with vector

powerful and is comparable to other non-linear model siglect = (21,22,...,%n) I @ member ot is:
techniques found in the literature [11]. The implementatd P(C = c|)? =7) =

the automated construction algorithm, callkgtoGANN was -

applied to the publicly available Ling-Spam corpus to detec P(C=c) - P(X = :|C =) ’
spam. Yreqsy P(C =k) P(X =Z|C =k)

Prior to discussing the Naive Bayesian classifier and thqwereS denotes a spam messade dnd legitimate message
Memory-based classifier to which the results of the GANI\\’Y P g g ge-

will be compared, specific vector notation to represent d-ma The probabiliiesP(X|C") are impossible to estimate in

messages will be given. This notation together with the Lin§raCtlce without simplifying assumptions since the pdssib

) : lues of X are too many and data sparseness problems
Spam collection and the preprocessing steps performedeon th. . . .
) exist. As a result the Naive Bayesian classifier assumes that
corpus are considered next.

X4,..., X, are conditionally independent given the category
1. L ING-SPAM CORPUSCOLLECTION AND ¢, which yields
PREPROCESSING P(C=cX=7) =
The Ling-Spam collection used in this paper was compiled P(C =¢)- T, P(X; = |C = ¢)

by [10] and is a combination of messages obtained from — n —
the Linguist list and spam e-mail messages. The former is 2regs,ny PO =k) - Ilicy P = 2ilC = k)

a moderated mailing list about the science and occupatiByg using the frequencies of the training corpu3(X;|C)

of linguistics. The corpus contains 2893 messages whiahd P(C) are easy to estimatd?(X;|C) is the percentage
is partitioned into 2412 Linguist messages and 481 spaoh training corpus messages presei; (= 1) or absent
messages. Cost-sensitive evaluation metrics were intemtu (X; = 0) given a certain class (spam or legitimat&).C) is

by [10] to get an objective picture of the performance of théhe percentage of spam or legitimate training corpus messag
Naive Bayesian algorithm. These metrics are also utilized i A message is filtered as spam if the following condition is
this paper since the cost of misclassification differs fertiho satisfied:

classes (spam and legitimate). P(C=5|X =17) -
As in [23] a vector representatiofl = (x1,22,...,%n) P(C = L|X’ =)
is constructed for every message in Ling-Spam Whe{;ﬁth
r1,%9,...,T, denote the values of attributés , X, ..., X,,.
These values are binary with; = 1 if some characteristic P(C=SX=%)=1-P(C=L|X =%)



This classification condition is equivalent to V1. CLASSIFICATION PERFORMANCEMEASURES

S , A t Classification performance is frequently measured in terms
P(C=S|X =) >t with t = T =17 of accuracy fcc) or error rate £rr = 1 — Acc) [10].
SupposeN;, and Ng denote the total number of legitimate
and spam messages respectively to be classified by the filter

1), 0.9 ( = 9) and 02999 A = 999). For the fir§t case, it is andn 4, p the number of messages that belongs to category
presumed the spam filter flags messages considered to be SBAMat the filter classifies as belonging to categdywith

to help the user prioritize the reading of the messages.€Th S B) € {L, S}. Accuracy and error rate can then be defined
flagged messages are not removed from the user’'s mailbQx’ ’

Since none of the two types of errors is significantly more
severe than the other, this setting seems reasonable. Acc = MLl N5 and Err = PLos +ns—r
More work is needed to recover from a blocked legitimate Np + Ns NL+ Ns
message than deleting a spam message that passed the filtdhe measurements for accuracy and error rate assign equal
For this scenario) is set to 9 to penalize a legitimate messag&eights to the two types of errod.(— S and S — L), but
being blocked slightly more than letting a spam message pdss~ S is A times more costly thart’ — L. For evaluation
the filter. purposes, each legitimate message is handled as if it were
In the last scenario blocking a legitimate message is ré-messages to make the accuracy and error rate sensitive to
garded as undesirable as letting 999 spam messages paséh@dlifference in cost. Therefore, when a legitimate messag
filter. Setting A to such a high value can be justified wheoes successfully through the filter it counts Jasuccesses
blocked messages are discarded without further processaigl when it is blocked, it counts as errors. As a result,
as most users would consider losing a legitimate messagethg following definitions of weighted accuracyl(Acc) and

In the experiments performed by [28}vas set to 0.5 =

unacceptable. weighted error rat¢V Err = 1 — W Acc) can be given:
Next, a Memory-based technique applied by [10] on the N-np_p +ns_g
Ling-Spam corpus is discussed. Results obtained by thés filt WAce = X-N.+ Ng

on the Ling-Spam corpus is compared to the performance

of
the AutoGANN system in Section VII. and

Anros+ns—r
AN+ Ng

Memory-based (instance-based) methods [24] store att-trai Accuracy an.d. error Tate values (or thqr We|gh_t e.d versions)
re often deceivingly high. To counter this effect, it is aoom

ng mstanpes_ n-a memary st.ructurg and use them dlrecgcompare the accuracy or error rate to that of a simplistic
for classification. The multi-dimensional space defined bﬁl

the attributes in the instance vectors constitutes the Isghp aseline approagr_l. The case used by [10] is where no filter is
R resent, thus legitimate messages are never blocked and spa
form of memory structure. Each training instance vector R

represented in this space by a point. A variant of the Simprlréessages always pass. This leads to the weighted accuracy

k-nearest-neighbouk{nn) algorithm is normally employed by and weighted error rate of the baseline:

WErr =
V. MEMORY-BASED CLASSIFICATION

the classification procedure. This algorithm considers ithe W Aect — A-Np

training instances (it&-neighbourhoojiclosest to the unseen A-Np+ Ng

instance and assigns the majority class among these iestang,q

to the new unseen instance. W Ermb — Ns _
The memory-based classification algorithm implemented in A-Np+ Ng

the Tilburg Memory-Based Learner (TiIMBL) open source The total cost ratio (TCR) enables the performance of a

software package was utilized by [10]. This software presid filter to be easily compared to that of the baseline:
a basic memory-based classification algorithm with exterssi W Err N
rr S

such as attribute weighting and efficient computation ofkhe TCR = — i
neighbourhood. TIMBL takes thk closest training instances WErr  X-np.s+ns.r
from the unseen instance into account. When more than daigher TCR values suggest better performance. When
neighbour is found at each distance, the algorithm considdfCR < 1 it is better not to utilize the filter (baseline
many more instances than tkeneighbours. For these casesapproach). An intuitive meaning a&fC'R can be obtained by
a small value ofk is chosen to avoid examining instanceassuming cost is proportional to wasted time. TherefbreR
that are very different from the unseen one. A post-prongssimeasures how much time is spend manually deleting spam
stage was added to the basic TiMBL algorithm by [10] to tak@essages when no filter is usel) compared to the time
A into account. This extension simply multiplies the numbepend manually deleting spam messages that passed the filter
of legitimate neighbours by before deciding on the majority (ns_..) plus time needed to recover from legitimate messages
class in the neighbourhood. mistakenly blocked X - nr_.s).

In the following section metrics used to evaluate the perfor Inthe next section experimental results obtained by apglyi
mance of the AutoGANN system are examined. the AutoGANN system to the Ling-Spam corpus are discussed.




=1

These results are compared to the performances of the Naive ©
Bayesian learning method and the Memory-Based technique s — —
harnessed by [10]. 0T \ o
454 3 —%— TiMBL(10)
VIl. EXPERIMENTAL RESULTS 00 \\3/\ —

As in [10] three experiments were performed by the Au- _*° el N
toGANN system. These experiments correspond to the three ® * - T T
scenarios for the\ parameter described in Section IV. The ™ I
number of selected attributes ranged from 25 to 100 in steps 0 “Fa s e e e e e e e e
25 for each scenartoThe AutoGANN system also performed T
feature selection in addition to that performed as part of "
the preprocessing step. In all the experiments, 10-foldszro 08
validation was performed anld’ Acc was then averaged over e
the ten iterations. Finally/’CR was calculated a$V Err® numper of retained attributes
divided by the averag®’ Err value. Figure 1: TCR scores for the comparative techniques when

Figures 1 to 6 show the average performance of each A =1]10].
learning method in each experiment which includé§'Rr e
scores obtained by [10] with the keyword-based Outlook 21
200@ filter. The performance of Outlook was included by 2] e
[10] as an example of a widely used e-mail reader and does gz

not form part of the main comparison with the AutoGANN 221

system. §§
Results attained on the three scenarios are discussed next s
15

A. Scenario 1: Labelling spam messagas=(1) 12

In the first scenario the misclassification cost is the same 151./
for both error types. Figures 1 and 2 show the corresponding é
results® All three learning techniques improve significantly on 4

2
1
0

the baselineTCR = 1.0) and produce very accurate results. ]
AutoGANN outperforms the other two techniques by a large s o A o
margin over the interval [50, 100] (Figure 2). Number of retained attributes
On an individual basis, the techniques performed as followsFigure 2: TCR scores for the AutoGANN technique when
The Naive Bayesian classifier achieves the best results for A=1
100 attributes, while TiMBL performs best with a smaller
attribute set size of 50 (Figure 1). AutoGANN does best for
100 attributes. Three different valueslofd1, 2, and 10) were B. Scenario 2: Notifying senders about blocked messages
chosen to evaluate TiMBL's performance. From Figure 1 (? =9)
seems the method performs best for small value&. dfor i i . i
k — 10 the method improves only slightly on the base case. For the second_ scenario the cost of mlsclasglfylng legit-
This can be ascribed to the large number of ties for each of jfate messages Is mcrease_d by setting= 9. F|gur_es 3
k = 10 distances which leads to a very large neighbourhoGid 4 show the corresponding results. The most important
taken into consideration=( 500 neighbours). For these casedliiférence compared to the first scenario is less improvémen
the filter approximates the default rule which classifies A the learning techniques over the bas.elme.AAsnc_reases
messages according to the majority class (legitimate inaise the p_erformance of the_ Iegrnlng techniques relatlve_ to the
of the Ling-Spam corpus). This also explains the inserisitiv t_)asellne d_e_creases. This is due to the fa_ct that without a
of the method to the number of attributes fér — 10. filter all legitimate messages are retained which becomes mo
Compared to the other three methods, Outlook’s keywop&neflmal as\ mt_:reases._Consequently, it pecomes harder_ to
patterns perform very poorly. “beat” the bgsellne. As in the first scenario, Au.t(_)GANN is
clearly superior compared to the other two classifiers (fgu
4). From Figure 3 it can be observed that Outlook’s patterns
perform below the base casE('R < 1.0). This suggests one
1it was found that the AutoGANN system is most effective witolor IS better off not utilizing the Outlook filter.
less attributes [11].
2Qutlook 2000 is a trademark of Microsoft Corporation.

SNote than the horizontal and vertical axes of the two figusehdifferent
scales.




60 attributes. AutoGANN performs significantly worse than the

55 — baseline (In Figure 6TCR < 1.0).
50 —e—TiMBL(1)
—a—TiMBL(2)
s - -Outook paterns Table 1 summarizes the number of attributes (# attr.) for
* A which each learning technique performs best. In the nexl fin

section, some conclusions are presented.

00

50 100 150 200 250 300 350 400 450 500 550 600 650 700 55 - =+ -Naive Bayesian | |
—e—TiMBL(1)
0 —a—TiIMBL(2) | |
= —%—TiMBL(10)

number of retained attributes

Figure 3: TCR scores for the comparative techniques when -5 --Outook paterns
A =9[10]. Ny
35
TC;{ § 20
7 §
6 20 f\‘_ﬁ\“ﬂ—ﬁ‘—ﬂ\

5 ;
/ =8 AUl 0GANN .
4 " PEAEE -
3 / 50 100 150 5 300 350 400 5 600 650 700

number of retained attributes

Figure 5: TCR scores for the comparative techniques when

e A = 999 [10].
1
07! T T T
25 50 75 100
Number of retained attributes
Figure 4: TCR scores for the AutoGANN technique when
A = 9' TCR
C. Scenario 3: Removing blocked messages- 099) o o6 /
For the last scenario a largevalue is used. From Figures /
5 and 6 it can be seen that the performance of the learning o

techniques decreases to such a level that any improvement o
the baseline is very hard to achieve. Accordingly, the ahoic

to use any filter at all becomes doubtful. Note that this high o 03
A value was proposed by [23]. TIMBL witlk = 10 is one

exception by performing consistently higher than the base ¢ 0,024
by a small margin. This is again influenced by the very large
neighbourhood, which classifies most messages as legitimat 001

due to the large value ok. The Naive Bayesian classifier
delivers better performance with 300 attributes, but tlgis i

T T T T
25 50 75 100

the only point where it outperforms the baseline. Locating Number of retained attributes
the optimal attribute size exactly is infeasible in praaitic Figure 6: TCR scores for the AutoGANN technique when
applications and therefore TIMBL fat = 2 is the preferred A = 999.

choice. Abrupt fluctuations in the performance of the leagni
methods can be ascribed to the misclassification of a legiém
message which causes a very large slump in TCR. This effect
can be observed, for example, with TIMBL fér= 2 and 550



Filter used

[\ [ #attr. | WAcc (%) | TCR |

AutoGANN 100 99.378 | 26.71

Naive Bayesian 100 96.926 5.41
TiMBL(1) 50 96.890 5.35
TIMBL(2) 1 50 96.753 5.12

Outlook patterns - 90.978 1.84
TiMBL(10) 100 89.079 1.52
Baseline (no filter) - 83.374 1
AutoGANN 100 99.666 6.50

Naive Bayesian 100 99.432 3.82
TiMBL(1) 200 99.274 | 2.99 (1]
TiIMBL(2) 9 50 99.090 2.38
TiMBL(10) 150 98.364 1.33 2]
Baseline (no filter) - 97.832 1

Outlook patterns - 97.670 | 0.93 (3]

Table 1: Results on the Ling-Spam corpus.

[ Filter used [ X [#attr. | WAcc (%) [ TCR] [
Naive Bayesian 300 99.993 2.86
TiMBL(2) 250 99.991 | 2.22 5]
TiMBL(10) 250 99.983 1.18 (6]
Baseline (no filter)] 999 - 99.980 1
TiIMBL(1) 200 99.829 | 0.12
AutoGANN 100 99.709 | 0.07 7]
Outlook patterns - 98.952 0.02

Table 1: Results on the Ling-Spam corpus (continued). (g

VIIl. CONCLUSIONS
[9]

Spam has become one of the major risk security threats
in modern organisations and in order to protect enterprisgg)
against risks such as computer viruses, phishing, ovarigad
unnecessary cost etc., efficient security controls, sucpas
filters, are necessary.

In this paper a comparison between the Naive Bayesian clas-
sifier, a Memory-based classifier and the automated constr q
tion algorithm for Generalized Additive Neural Networkssva
performed to determine the feasibility of the latter tecjusi
to filter spam e-mail messages. These techniques were appﬂgl
to a publicly available corpus using cost-sensitive eviidma
measures.

When spam messages are simply to be flagged or Wf‘%ﬂ
additional means are available to inform senders of blockad]
messages, the AutoGANN system provides a considerable
improvement over the performances of the Naive Bayesic[ilr?
classifier and the Memory-based technique. These findings
suggest the AutoGANN system can be used successfully [H3
an anti-spam filter for these two scenarios. Moreover, t
AutoGANN system clearly exceeded the performance of the
anti-spam keyword patterns of an extensively used e-m&#l
reader. [19]

When no additional means are available and messages
are discarded without further processing, a memory-based
approach seems to be more viable, but the filter must 9@]
configured appropriately with great care.
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