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Abstract—Cloud Computing is gaining acceptance and increas-
ing in popularity. Organizations often rely on Cloud resources to
effectively replace their in house computer systems. In a Cloud
environment an instance is typically accepted to be a virtual
system resource established within that Cloud. Multiple instances
can be contained a single node. The Cloud itself consists of
multiple nodes. The Cloud structure has no predefined or fixed
boundaries.

Digital Forensics (DFs) can be considered the science of finding
a root cause of a particular incident. Isolating the incident en-
vironment is generally accepted within the Forensic Community
to be an integral part of a Forensic process. We consider this
isolation is also needed in a Digital Forensic Investigations (DFIs).
The isolation prevents any further contamination or tampering
of possible evidence.

In order to isolate the incident the Cloud instance is isolated.
The node instance is effectively placed in a controlled environ-
ment to enable a controlled DF investigation to be conducted. This
paper will introduce possible techniques to isolate these Cloud
instances to facilitate an investigation. The techniques include, but
are not limited to Instance Relocation, Server Farming, Address
Relocation, Failover, Sandboxing, Man in the Middle (MITM)
and Let’s Hope for the Best (LHFTB). A discussion of each
of these techniques will be given. This discussion will include a
description of each techniques, the advantages and disadvantages
of using the techniques and the visibility of the techniques.

Index Terms—Cloud Computing, Digital Forensic.

I. INTRODUCTION

As long as people are involved there will be crime. The
need for Digital Forensics exists because some of these crimes
or other incident is taking place on computer system [1]. The
introduction of clouds complicated the digital forensic process.
There is a belief that a digital investigation a cloud can be
difficult to do. The need to have formal and proven methods
to conduct a digital investigation on a cloud became apparent.

As computer related technologies continuous to expand a
logical expansion in online technologies was cloud computing
[2]. Cloud computing enables service providers to provide
virtual systems to their clients. It enables the service providers
to maintain a large number of independent services in a single
cloud infrastructure.

In a cloud an instance must be isolated when it becomes
apparent that an incident happened on that particular instance.

This isolated helps preserve the integrity of the evidence
collected from the instance. One of the problems to preserve
the integrity of an instance is an attribute of clouds [1]. In a
cloud the data from instance may share the storage of multiple
instances and may not be in a constant place in the cloud.
To preserve the integrity of the evidence the location on the
cloud must be known and must be protected from tampering
and contamination. Another complexity is that other instances
on the same node may belong to other users. Users expect
at least availability and privacy of their instance provided by
the service provider [3]. The Digital Forensic process must be
done in a manner that will not result in the privacy of other
instances being lost and the availability of the instance must
be effected in the smallest manner possible.

This paper intends to introduce new techniques to isolate in-
stances on a cloud. These techniques are Instance Relocation,
Server Farming, Address Relocation, Failover, Sandboxing,
MITM and LHFTB In Section 2 a brief description of Dig-
ital forensics is provided. It also provides information about
Computer, Network and Cloud Forensics. Section 3 provides a
description of Cloud Computing. In Section 4 we discuss why
there is a need to isolate the instance on a cloud. Section 5
introduces the techniques to isolate an instances and compares
them to each other. A summary and the conclusion are given
in Section 6.

II. DIGITAL FORENSICS

To define digital forensics one first needs to define forensics.
Forensics is a formal and proven approach to the gathering of
evidence and processing of a crime scene. Sometimes used in
the court of law [4]. From this definition it can be said that
digital forensics must be based on sound scientific methods
and techniques. It can be added that digital forensic can
aid in the court of law. The digital forensic process helps
in answering the who, what, when, where and how of an
investigation [1].

In a digital forensics process a live or dead analysis can be
followed [1]. The normal computer forensic process uses dead
analysis, in a dead analysis the system is turned off as soon
as the examination team acquires it and images are made of



the storage mediums, the analysis is then conducted on the
images [5]. The other approach is a live analysis where the
computer is kept on and evidence gathered from the computer
in the environment that is on the system. There are advantages
and disadvantages of both. The main disadvantage of a dead
analysis is the fact that some information may be lost because
it is in a buffer or the RAM. The problem with a live analysis
is that the evidence can be destroyed or modified without the
intent to do so.

In order to obtain admissible evidence a well defined
forensic process needs to be followed. Cohen [6] proposes
a model for the digital forensic examination that consists
of seven phases. The phases are Identification, Collection,
Transportation, Storage, Examination and traces, Presentation
and Destruction.

Identification : In the identification phase possible evidence
is identified as evidence.

Collection : Once the evidence is identified it is collected.
The integrity of the evidence must be preserved while the
evidence is gathered.

Transportation : The collected evidence must be trans-
ported. The evidence is collected at a crime scene and the rest
of the digital forensic examination will happen at a different
location. The evidence is moved to an examination lab where
there is the necessary equipment to do a digital forensic
examination. The normal manner to ensure that the evidence
integrity is kept is to copy the evidence and keep the original
in a safe place and move the copy.

Storage : The digital forensic proses may be a lengthy
process, while the examination is on-going or even done the
evidence needs to be stored in a manner so that the evidence
will not degrade and become inadmissible.

Examination and traces : The Examination and traces
phase consist of four sub categories, they are Analysis, Inter-
pretation, Attribution and Reconstruction [6]. The Examination
phase will try to explain route of evidence, from creation to
state it is in now. The last step is to try and create the same
output from the original evidence.

Presentation : The next step is to present the findings. The
presentation can take various forms. A report containing the
outline of the examination proses and the evidence that was
found can be created. In some cases the examiners should
be able to testify in the court of law. The report and the
testimony content will be summaries of the previous phases.
If a presentation contains faults or inaccuracies it will have a
negative effect on the evidence that was gathered even making
the evidence inadmissible.

Destruction : The last step in the digital forensic examina-
tion is the demolition of the gathered evidence. The period can
range from immediate destruction to seventy years after the
case. The time period is influenced by various factors including
data sensitivity and case severity.

Documentation is a continuous process and needs to happen
in all phases of the digital examination. One of the main
aids to help preserve the integrity of the evidence is doc-
umentation. The documentation should at least include the

name of the evidence, the place the evidence is gathered. The
documentation should also include the processes followed in
identifying, retrieving, storing and transporting the evidence.
The documentation should also mention the chain of custody
when the examination was in progress. There have been
several cases where the outcome of the case was influenced
by the documentation.

A. Computer Forensics

Computer forensics is related to the forensics of computer
components and their content [7]. The field of computer
forensics attempts to narrow the search for evidence to the
computer itself, the content on the computer and devices
attached to the computer.

B. Network Forensics

Network forensics was introduced to help solve attacks
on networked systems. The evidence of a Network Forensic
investigation is collect from the data sent over the physical
network consisting of a network containing at least two
computers [7]. One method of gathering possible evidence
is by captured and analysing network traffic. Other sources
of network forensic evidence are logs from servers, users
browsers settings and router information. Network Forensics
can be done live. The problem with live network forensics is
that significant hardware resources on a network consisting of
more nodes than a typical home network [8].

C. Cloud Forensics

Cloud forensics is Digital Forensics applied on Cloud
Computing [9]. Cloud Forensics is a subset of Computer
Forensics as a cloud runs on a network and consists of network
equipment. Cloud Forensics also entails Computer Forensics
as a cloud consists of nodes that are computers. A cloud also
consists of instances which are a special case of a computer
instance. This means that Cloud Forensics ties Computer and
Network Forensics together. This does not mean it is Digital
forensics. Cloud Forensics is also a sub category of Digital
Forensics.

III. CLOUD COMPUTING

Cloud computing is a relative old term but has been
adopted quickly the last couple of years [2]. Cloud Computing
builds on different forms off distributed computing. It ties
the distributed computing together with virtualization. Cloud
Computing enables a service provider to provide a flexible,
cost effective and on-demand infrastructure to its clients
instead of the clients running their own infrastructure. There
is no standardized definition for cloud computing [10]. For
the purpose of this paper Cloud Computing will be defined as
a distributed computing architecture providing flexible, cost
effective and on-demand infrastructure to users over some
form of network by using virtualization to create virtual
resources on the abstracted hardware.

The users of cloud infrastructure are provided a virtual
computer with which can be interacted usually throw the



Internet [1]. This virtual computer can also be known as an
instance. Normally an instance can be accessed from anywhere
in the world depending on the security setup. The instance can
be a small instance used by a single user to store backups of
files or it can be a server running the website and database of a
company. A client only pays the service provider for services
rendered. If the requirements of the client change it is an easy
process to change the scope of the instance to accommodate
the new requirements of the client. If a new instance is required
the task of stating and setting up an instance is trivial. On most
Cloud systems an instances can be launched from an image
that contains most of the needed software. This images were
created with a specific task that it needs to perform. An image
might be created that serves as a basis for a web server and
another image for home computers.

The service provider is responsible for maintaining the Con-
fidentiality Integrity and Availability (CIA) of the instances on
a hardware level. The user is responsible for protecting the
CIA on a higher level e.g. the content of files [11].

The value that can be added from Cloud computing is
significant primarily to small and medium sized businesses
[12]. It enables businesses to have access to servers without
the initial start-up cost and they have no maintenance cost on
hardware level. As the businesses grows their infrastructure
can easily be changed to adapt to the growth.

Cloud Computing is growing and is estimated to become a
billion dollar industry this year [9]. The reason for this is that
some of the largest IT related companies has implemented or is
implementing cloud computing. Some of the large companies
are Google, Microsoft, IBM and Amazon [11], [1]. These
company state they will provide CIA to their customers by
using various techniques.

IV. THE NEED TO ISOLATE A CRIME SCENE

In a “real word” forensic process the crime scene is isolated
[13]. The isolation helps protect the possible evidence from
contamination and loss of continuity. If any contamination
happens or the continuity is lost all the evidence gathered from
the investigation admissibility might get lost. To help protect
the admissibility of the evidence a crime scene is dived into
separate parts to aid in the isolation. These parts can only be
entered by authorized personnel using authorized manner. A
path is sent out where the personnel can walk in and around
the crime scene. A log is kept of where personnel are and
what they are doing.

Multiple instances can reside on a single cloud node. A user
of an instances expect that there is confidentiality in place to
protect the data on that instance [11]. When a Digital Forensics
Investigation is done on a cloud there must be methods in place
to prove that the privacy and confidentiality of the users has
been protected. We prove to users that their instances CIA was
protected by using tested method that are accepted and known
to protect clients CIA. To have proven methods to follow in
an DFI the methods must be based on reliable technique to
collect and preserve evidence.

In the cloud environment we want to protect the instance
that we are going to investigate from tampering and contam-
ination. In order to provide admissible evidence the evidence
needs to be protected. Gathering evidence is one of the aims
of a DFI. If the evidence is suspected to be invalid by any
means it will not be able so serve as admissible evidence. In
order to add the evidence admissibility the evidence needs to
be protected from contamination and tampering.

Is a normal DFI it is accepted that assets may be seized. As
stated above in a cloud environment there can be multiple
instances running on a single cloud node. This makes it
improbable that assets my be seized [2].

We feel it is necessary to isolate an instance on a cloud
node. The controlled environment will aid in protecting the
instance from contamination and tampering. This controlled
environment where an instance is isolated is going to be used
for the DFI.

V. ISOLATION OF A CRIME SCENE IN A CLOUD

As stated a cloud node can contain multiple instances and
the nodes needs to be cleared when doing an DFI. The methods
for clearing include moving the suspicious instance to another
node or moving the uninvolved instances too other nodes.
The CIA of the other instances is protected when moving the
suspicious instance. This can result in the loss of possible
evidence. When we move an instance data may get lost or
the instance might realize it is being moved and tamper with
evidence. To protect the evidence the other instances are
moved from the node. Care must be taken when moving the
instances in order to protect their CIA.

When isolating a cloud instance the investigator must con-
sider a we live or dead analysis is applicable. The techniques
that are suited for each type of analysis may differ. When
doing a live forensics analysis we want to stop the instance
from tampering with evidence. If a dead analysis is chosen
the other instances must be protected from the consciousness
of the power outage. It must be decided what looses and risks
are acceptable before staring with an DFI in a cloud.

The techniques that are proposed are Instance Relocation,
Server Farming, Failover, Address Relocation, Sandboxing,
Man in the Middle (MITM) and Let’s Hope for the Best
(LHFTB).

A. Instance Relocation

Instance relocation means that an instance is moved inside
the cloud. This is done by moving the instance from one node
to another. This can be done manually or automatically. When
it is done manually the administrators of the cloud will usually
move the instance by some means. Automatic relocation is
done by the cloud operating system. When the instance is
moved it can be done in three possible ways. The existing
instance can be ended and a new one created. Another option
is where a new instance is created and the old instances is
destroyed once the new instance is created. The other option
is where the instance is logically moved. This entails that the



data is moved from one node to another without the instance
being destroyed.

To move an instance we divide an instance in three units
that must be moved. These units include data on secondary
storage, the content of the virtual memory e.g. swap memory
and the running processes.

1) Manual Instance Relocation: When an instance is
moved manually it is up to an administrator or investigator
to move the instance. The possible methods to manually
relocation an instance is a subset of the methods giving above.
Either the existing instance can be ended and a new one
created or a new instance is created and the old instance is
destroyed once the new instance is created. When an existing
instance is ended all of the units must be protected or saved.
There is a verity of methods available. The storage can be
copied to an image file using tools including dd rescue [14].
The content of the virtual memory can also be written to files
also using dd rescue. Once all the files are created the original
instance is removed and a new instance created. The new
instance will receive all the content of the old instance. The
new instance can be created with the same network address
as the old instance but on a different node. One problem
is the process. It is hard to store process in a manner that
can restore the instances later to the new instance. The other
method involves creating a new instance and moving all of the
units to the new instance and then removing the old instance.
Once the new instance is created the storage content can be
moved to the new instance. The running process can be moved
using methods designed to move processes between computers
[15]. Some of the proposed methods by Miloj́ičić have been
testes and proven as valid process moving methods. The virtual
memory is harder to move and care must taken to move it. It
is difficult to move because while the instance is being used
the virtual memory is in a constant state of change. When
the new instance has all the units of the original instance the
original instance is removed. The new instance must then be
set to have the same network addresses as the old instance to
receive the network traffic.

2) Automatic Instance Relocation: The cloud operating
system will move the instance in the Automatic Instance Relo-
cation technique. The methods used to move is implemented
by the creators of the cloud operating system. The creators
must insure the method can be proven and is reliable. The
means it uses may be the same as described above or be
other methods. The reasons for an instance to be moved by
the system includes, but is not limited to, the administrator
or investigator asking the system to move an instance and
load balancing. The administrator or investigator asks the
system to move an instance for the purpose of an DFI other
possible reasons might include conflict of interest between
instances on a singe node. The load balancing functionality
might be implemented in cloud operating systems. When
the systems notices that instances on a node are extremely
resource dependent and other nodes have lost of resources
available it might try to balance the load of the nodes. This
functionality can be used by an investigator. The investigator

forces an instances to be resource intensive then the system
will move it away from the node. The node is cleared by the
system itself.

These instance relocation techniques enables a node to be
cleared for an DFI. The way in which they are moved can be
controlled and monitored. The service provider can prove to its
customers that it is protecting their CIA. The cloud operating
system manufactures can implement reliable methods to do a
successful DFI on their cloud system.

If the instances are moved in a manner that violates their
CIA the service provider may be influenced negatively. The
customers may experience downtime of their instance or loss
of data. They can then leave the service provider or charge for
down time. If the cloud operating system moves the instances
it might be hard for the investigator to prove they are using
reliable methods. This adds reliance from the manufactures to
be involved in an DFI.

These techniques can be hard to implement. As discovered
by experimentation the storage media can be easily be copied
but it is a non trivial task to send it to the new instance and
keep that instance running. The hard drives where copied as
a whole and the process of overwriting system files can result
in the new instance failing. The process can be moved if the
operating system of the instance supports the functionality.
This can be an effective method to clear a cloud node if there
is no build in functionality if implemented correctly.

B. Server Farming

A server farm is a multi-node system [16]. In web server
farms the web-site is split over two or more nodes. The
user interacting with the website only sees the functionality
of a single server. In the server multiple nodes are used to
deal with the website. The server farm uses some form of
routing to route request between nodes from users. The server
farms use distribution technologies to enable this service. This
distribution aids in the Quality of service of the website. There
is no single point of failure. When a node fails the router will
stop sending request to that node.

In a cloud multiple instances can be created that is logically
the same instance but over multiple nodes. Multiple instances
work together and appears as one instances. The load for the
logical instance is spread over the actual instances. When
a single node fails the remaining instances will continue to
function. This enables examiners to terminate instances on the
same node and to isolate the suspicious instance on a node.
Small server farms of the uninvolved instances needs to be
created at the start of the investigation. They can be created
by adding just one instance to the farm. This means there will
be two instances in the farm. Once the server farm is working
the original instance can be removed.

To enable Server farming on clouds it needs to be imple-
mented by the cloud operating systems creators. The cloud
infrastructure must provide for the rerouting of network traffic.
The cloud infrastructure must also allow multiple instances to
exist over multiple nodes that can interact. The process of
creating a server farm for the sole purpose of an DFI might



put unnecessary load on the cloud. If the cloud provides the
functionality to provide availability to its clients it can just be
used to aid an DFI.

Although Server farming can be resource expensive it
can aid the service provider manage their clients CIA. The
instances can be removed from the node without a loss of
availability.

This technique relies on cooperation from the cloud oper-
ating system creators. If the implementation is wrong the DFI
can result in the loss of CIA of other users on the cloud.

C. Failover

In a failover environment there is at least one server
replicating an other server [17], [18]. The replicating server
is commonly known as the backup server. If the primary
server fails the backup server can immediately take over. This
means that all the data and processes of the primary server
is replicated on the backup server. Failover was introduced
to provide high availability for websites. In 1999 E-Bay
lost an estimated 5 million dollars when there servers failed
[19]. If there where failover technology implemented this
problem could have been prevented. Failover can be provided
in several ways. Possible methods are Client-based failover,
DNS-based failover and IP-address take over [17]. In Client-
based failover the client knows of both the primary server
and the backup server. If the primary server is unresponsive
the client communicates with the backup server. When using
DNS-based failover the DNS server redirects traffic to the
backup server when the primary server fails. In IP-address
take over the backup server takes over the IP-address of the
primary server when the backup server notices the primary
server has failed.

To implement failover an adaptation of the IP-address take
over will be used. The original instance is replicated creating
a backup instance. Once the original instance is killed the
backup instance will take over the IP of the original instance.
The method in which the instance is replicated is open to
the DFI team. To replicate the same units as for Instance
Relocation needs to be moved. The units include data on
secondary storage, the content of the virtual memory e.g. swap
memory and the running processes.

The failover technique will result in virtually no availability
loss of the instance. The failover can be implemented by the
DFI team. There is almost reliance on the cloud operating
system manufacturers. This technique also does not use a lot
of resources of the cloud.

There will be a loss in availability and some data may get
lost. This loss can cause loss of CIA. If the loss is acceptable
the method may be used.

D. Address relocation

Address relocation can be seen as when network traffic is
relocated to other computer. The network traffic is directed by
either the router or DNS server to other computer because of
some reason. A network packet is sent so a specific IP address.
The computer which has the IP address might be unavailable

and the packet is sent to other computer without the sender
being aware of the change. The rerouting mechanism also
makes it appears as if the packets that are returned to sender
are sent from original computer. The Address relocation can
be seen as a special case of the DNS-based failover method.
A backup server is maintained in some or other form. When
it is detected that the main computer has failed the traffic is
routed to the backup server.

Create a replica instances of the uninvolved nodes. Once
they are created use the clouds internal network DNS server
or other method to redirect all traffic to the new instance. If
the clouds DNS server cant be changed use an extra instance.
This instance will serve as a middle ground to the instance
and the internal DNS. The instance is another level of DNS.
The instance can be used to interact with multiple instances
but is controlled by the administrator of the system and not the
system. The top level DNS can be configured when an DFI is
in progress to redirect all the traffic to a replica created. The
primary instance can then be removed.

The switch overtime from primary instance to replica
instance can be insignificant if the replication is correctly
implemented.

This method relays on replication working correctly. If the
replication is incorrect the Address relocation is inefficient.
The replication will help keep the instances CIA. This method
also adds the complexity of two DNS server running on the
cloud. The Service Providers might argue this technique is a
waste of cloud resources.

E. Sandboxing

In program security a sandbox is a controlled environment
where a program can execute [20], [21], [22]. A program
cannot escape the sandbox and cannot effect other programs
outside the sandbox. It is used to stop malicious programs from
harming other programs on the same computer by limiting the
interactions between the programs. A sandbox is created by
software controlling the interaction of the program with other
programs.

In terms of a cloud we will isolate an instance by placing
it in a sandbox. The sandbox will prevent it from interacting
with other instances. The other instances will then be protected
from harm. To enable this functionality two approaches can be
followed. The cloud operating system can launch a sandbox
application. The other option is where the investigator launches
an application on the instance. This application will monitoring
all communication channels. It creates a virtual box around
the instance. The instance can do what it wants inside the
box but will not be able to do anything outside the box.
This application will run on the network of the instance.
Networking is the communication method an instance has with
the rest of the cloud. The sandbox application will monitor
network traffic and block were needed.

The sandbox techniques aids the service provider in pro-
tecting the CIA of the other instances. The other instances are
protected while the DFI is being done and the instance that is
being investigated is boxed in and continues as normal.



Information can be lost while the instanced is sandboxed.
The instance might realize that it is placed in a sandbox and
try to tamper with possible evidence. It might be difficult to
block the network traffic in a manner that can be proven to be
accepted in the field of DF.

These techniques helps the service provider in the CIA
of other instances but evidence loss can occur. The instance
can be sandboxed while the other instances are moved from
the node. Once they are removed an DFI can be performed.
This DFI can be a live or dead investigation. Once all other
instances are off it can be decided which method is preferred.
The sandbox may add a live forensics as the instance is kept
in a controlled environment.

F. Man in the Middle

The term MITM can be used in network security to describe
an Man in the Middle Attack (MITMA) [20]. An MITMA
is a combination of potential threats in computer security.
These threats include interception, interruption, modification
and fabrication. Interception is where an other entity gains
access to an assist. Usually the interception is unknown to
the sender and receiver. The assist is delivered to the receiver
and a copy to the entity. Interruption is where an assists is
lost. The assist my be blocked, deleted or any other form
of destruction of the assist. Modification is where the assist
gets modified in some why. The receiver receives a changed
version of the assist. Fabrication is where a new assisted is
created. The senders sends the original assist and the receiver
receives the assist created by the entity. An MITMA is where
the entity places itself between the sender and receiver. It
receives all the assists from the sender and sends assists
to the receiver. The assists are vulnerable to interception,
interruption, modification and fabrication.

To allow an MITM to be used in clouds to assist in an
DFI an entity will be created that exits between the cloud
instance and the hardware of the cloud. This entity can be
part of or use the virtualization software of the cloud. The data
going from the instance to the hardware and from hardware
to the instance can be analysed. The hardware includes but
is not limited to the network, CPU, RAM and hard drive.
This enables a forensic process to be done on all the data
being used in an instance. The forensic process will be a live
forensic investigation.

The entity can be kept inactive when there is no suspicion
of wrong doing on an instance. This minimizes cost of being
ready for an DFI in term of computation cost. When there is
a suspicion of an instance the MITM entity can be activated.
Ones activated the MITM entity will analyse all actions of
the instance and the data going from and to the instance. It
will stop the instance from deleting data on storage media
and RAM. The MITM entity will allow an investigator to
access the resources of the instances without the instance being
aware of the analysis. The investigator can also observe the
actions the instance is or trying to perform. To enable the
MITM to exist between the instance and hardware it must
be added by the creators of the cloud software or by a using

company. To aid in the evidence admissibility the MITM must
be implemented using proven methods.

An advantage of this method is that the instance does not
know it is being analysed. It can prevent the instance from
destroying evidence also from doing the suspicious activity.
Other advantages include hat the instance can function as
expected and other instances will not be affected by the DFI.
The techniques also aids in the protection of other instances.
The instances that are being investigated can logically be
blocked from communicating with other instances.

A potential problem is implementing it. There is a reliance
on the cloud operating system manufactures. The cloud operat-
ing system manufacturers might not feel the need to add this
functionality. To enable a company to add the functionality
the software must be reversed engineered. Once the software
is reversed engineered the MITM must be added. Both of
these approaches has problems. The cloud operating systems
creators might not make the functionality available to only its
own employees or might create the functionality sub standard.
The admissibility of evidence might be lost because of bad
implementations. The problem with reverse engineering is the
reverse engineering. Most software packages have a term of
use. This term usually permits the revere engineering of the
software. This opens a change that the company using an
MITM they added might be sued. There is also the problem
that proving the implemented as correct can be challenging
because it was not implemented in a normal manner.

We believe that these techniques has the potential to be
a valid techniques to do an DFI in clouds if the cloud
manufacturers agrees to implement a reliable and proven
MITM functionality in their software. The MITM might also
be used to with other techniques. The other techniques clear
the node of instances and a controlled live forensic process
can be followed on the instance.

G. Let’s Hope for the Best

The usual procedure is followed for doing an DFI [5] in
the LHFTB technique. The node is turned off and taken to
a controlled environment. Images of the hard drives of the
node are made. These images are then analysed. A potential
difficulty is that a node can contain multiple instances. The
hard drives of the node can contain multiple virtual hard drives.
The investigator must know how the cloud operating systems
stores information. Information from other instances may not
be used. This violates the CIA of the other users. It can be
difficult to piece together the original virtual hard drive and
credible evidence may get lost.

A possible advantage for LHFTB is that a suspicious
instance has no warnings. This means that the instance possible
will not interfere with possible evidence.

A potential problem is that on a single node can contain
multiple instances. These instances can be lost. This violates
the agreement between the service provider and the client.
Uninvolved client lost their availability. Another problem is
that running information is lost. The information in RAM and
the network is lost and cannot be used.



We propose that this technique is not used on its own and
that the other technique must be combined. Fist an MITM
must be started on the instance that needs to be investigated.
The RAM and other information can be acquired from the
MITM. Other instances must then be moved from the node.
The MITM also aids in the instance moving process it protects
the instances being moved and keeps the investigated instance
in a controlled environment. Then the power must be removed
and images made. This creates a controlled and monitored
DFI.

VI. CONCLUSION

Cloud computing is a rapid growing technology [11]. A DFI
might be hard to do in a cloud because of various reasons
[1]. On a cloud one node can contain multiple instances. The
possible evidence can share a drive with several other instances
data. The evidences needs to be protected. In the “real word”
a crime scene is isolated to protect the evidence. If a digital
crime scene on the cloud is isolated it can aid the evidences
admissibility.

This paper introduced possible techniques to isolate an
instance on a cloud. The techniques introduced where Instance
Relocation, Server Farming, Address Relocation, Failover,
Sandboxing, MITM and LHFTB. A brief discussion of each
of these techniques where given.

It can be seen from the discussion that no one technique
proposed a perfect solution. The techniques may be combined
to provide a feasible method to isolate a cloud instance. The
differences between some of the techniques are small and may
be seen as the same. The differences of the techniques allows
them to be used in different environments.

We want the implement the techniques in the future to test
them in an experimental environment.
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