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Abstract— The rise of attacks and incidents need additional and 
distinct methods of response. This paper starts a discussion by 
differentiating the type of operation mode such as Intrusion 
Detection Systems (IDSs), Intrusion Prevention Systems (IPSs) 
and Intrusion Response Systems (IRSs). Using characteristics of 
response and attack time frame, a response model is proposed to 
distinguish between active and passive response options. The 
characteristics of response include level of operations, speed and 
time of response, ability to learn and ability to cooperate with 
other devices. This paper uses the attack time frame as a 
response model to show the relationship between active and 
passive response. Furthermore, the Response Model for Intrusion 
Response Systems shows some other different approaches and 
stages of active response. Finally, in order to investigate the most 
common response used by security practitioner and to justify the 
response model, studies involving 34 samples products from both 
commercial and non-commercial are analysed. As a result, this 
paper shows a clear distinction between the options of responses. 

Intrusion Response Systems (IRSs), active, proactive, reactive 
and passive response 

I. INTRODUCTION 

In recent years, statistics have shown that number of 
reported intrusions in the Symantec Global Internet Security 
Threat Report is growing [1]. In Malaysia, the latest 6-month 
report for 2009 indicated a 100% increment on the number of 
reported cases [2]. Moreover, in another continent, the 
Washington News revealed that a part of a $5.4 million 
contract was repaid to the Pentagon from a security company, 
Apptis Inc., after the company failed to provide adequate 
computer security services [3]. The high cost of the contract 
indicates the serious financial commitment made by the 
Pentagon to prevent and secure their infrastructure from being 
attacked from other country. In the UK, a survey on UK 
businesses, conducted by PricewaterhouseCoopers between 
October 2007 and January 2008, reveals an increasing number 
of incidents [4], with 94% of very large companies 
encountered an incident and 76% of them had at least one 
serious incident. With an average of more than 400 incidents 
per year, the financial cost is substantial, and it ranges in 
between £1 to £10 million for larger organizations. This is not 
surprising, as there were 1,656,227 new malicious code 
detected by Symantec in 2008, which is increased by more 

than 250% from the previous year [1]. In addition, Symantec 
also observed an average of 75,158 active bot-infected 
computers per day, which shows an increase of 31 percent 
from the previous period.  From those examples, it can be seen 
that the impact from attackers is unavoidable. Hence, 
computer security scientists and researchers are now 
continuously searching for better and safer methods to 
prevent, minimize and overcome incidents.  

In order to counter the problem of attacks, tools such as 
Intrusion Detection, Prevention, and Response Systems 
(IDPRS), have emerged. Their aim is to monitor system and/or 
network activity and detect, prevent, and/or counter suspicious 
incidents. The early steps towards intrusion detection were 
made with Anderson’s [5] research in automated log 
collection and management. The concept was further 
developed by Denning and Newman [6, 7], and since then, it 
has received extensive interest by the research community.  

To date, studies have shown that there are hundreds of 
published works [8, 9], focusing on increasing the level of 
efficiency and reliability of intrusion detection systems. 
Whilst IDS technologies have advanced, there are still areas to 
explore, particularly with respect to incident response. 
Specifically, some challenges in the area include the problems 
of identifying false alarms [10], defining which asset is critical 
[11], selecting which threat needs to be urgently neutralized 
[12], identifying which incident needs investigation or which 
needs to be prioritized [13], and so forth.  

As a first step towards studying and improving incident 
response, it is important to investigate the response options of 
such systems. The aim of this paper is to present a response 
model that provides the basis for understanding different 
response actions, and to present an analysis of the available 
response options in Intrusion Response Systems (IRSs).  

The paper is divided into five sections. The second section 
presents the different modes, in which Intrusion Prevention, 
Detection, and Response Systems can operate. The third 
section focuses on responses, and highlights the evolution from 
passive Intrusion Detection Systems (IDSs) to modern IRSs 
with active response options. The fourth part describes the 
proposed response model, in relation to the attack time frame. 
Using the attack time frame, the active and passive zones are 
classified and new stages of active and passive responses are 
proposed. The fifth part of this paper investigates the state of 
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the art in existing IRSs, in order to assess the response 
capabilities of existing commercial and research products. 
Overall thoughts are then presented to conclude the discussion. 

II. DETECTION, PREVENTION AND RESPONSE SYSTEM 

Research initially focused upon enhancing the detection 
processes rather than response [8]. However, since the 
beginning of the 21st century, more attention has been given to 
the intrusion response research, particularly using combination 
with other approach like decision-making [14]. Moreover, the 
response model nowadays is not only static, but also provides 
a dynamic mapping in selecting various types of responses 
[14]. 

Before discussing the multiple types of response, it is 
important to distinguish the different modes, in which 
Intrusion Detection, Prevention and Response Systems can 
operate. Therefore, the mode of the system can be described as 
follows: 

 A system running in IDS mode is able to perform an 
intrusion detection process and traditionally may 
produce a simple warning and alarm when the 
intrusion is detected. IDS could be a software, 
hardware or combination of both to detect intrusion 
using various techniques and algorithm [15]. 
Ultimately, the main goal of IDS is to detect the 
unauthorized use, misuse and abuse of computer 
systems by both system insiders and external 
intruders [16]. The final goal for IDSs is to assist 
system administrators to estimate the state of the 
system and suggest an appropriate response [17]. In 
the early days, IDS would only produce passive 
responses such as producing a log or notifying an 
administrator about suspicious activity.  
 

 Systems running in IPS mode share similarities with 
IDSs in terms of system deployment and the 
detection method, but perform an additional response 
by blocking potential intrusion or terminating 
network traffic for the current intrusion. Therefore it 
can be considered as an extension to the traditional 
IDS. Normally, in order to block malicious traffic, an 
IPS is positioned in-line with the networks and 
conceptually is deployed together with firewalls or 
access control appliances [18]. The idea of 
combining firewall and IDSs have been researched 
by Jin et al. [19] and five types of the combination 
introduced by Desai [20] include inline NIDS, 
application-based, firewalls/IDS, layer seven 
switches, network-based application IDS and 
deceptive applications. Perhaps similar to proactive 
response in IRSs, the only unique characteristic for 
IPS is its non collaboration with other security 
appliances. In addition, host-based IPS uses a 
security enhancement on OS application system 
interfaces (API) and OS kernel. According to Rash et 
al. [21], the host-based IPS is able to stop any initial 
exploit.  

 
 Systems running in IRS mode perform a similar 

function to IDS and IPS by maintaining several 
approaches to detect and response, but use multi 
types of responses with further analysis to minimize 
incident impacts. Knowingly, IRS is tightly coupled 
with an IDS and take over after signs of an intrusion 
to either record the attack passively or attempt to 
minimize the impact actively [22].  Research aims to 
have IRSs which are able to run automatically plus 
reconfigure, regenerate and rejuvenate systems once 
an intrusion occurs [23]. Unlike IDS and IPS mode, 
IRS mode offers additional functions and exhibits 
multiple characteristics of response to mitigate 
intrusion impacts. Not just a passive response, IRS 
concentrates on response functions by showing 
characteristics such as proactive and reactive 
responses. In addition, with the variety of 
characteristics, IRS is able to initiate collaboration 
between other security appliances, such as working 
with firewalls to block and terminate suspicious 
traffic, working with honeypots to collect attackers’ 
information and trace attackers sources [24], and 
redirect connections for other precautions [25]. 

It can be seen that the three modes share similarity in terms of 
detection. In terms of response, the three modes are not 
limited to passive response and can actively use multiple 
techniques and approaches to limit and reduce intrusion 
impact. In order to manage multiple appliances, Security 
Information and Event Management (SIEM) is a technology 
which provides real-time monitoring and historical reporting 
of security events from network, system and/or applications 
[26] and can be seen as a new approach in enhancing IDPRS.  
Comprehensively, the SIEM technology can not only collect 
hundreds of incident events from various types of appliances, 
but also respond to security incidents. Given its relevance to 
response, SIEM technologies will be included in this research. 

III. INCIDENT RESPONSES: ACTIVE VS. PASSIVE  

According to various existing IDS and IRS taxonomies, 
[27, 28, 29, 30, 31], a response can be clearly divided into two 
main types; active and passive. 

 
 An active response is used to counter an incident in 

order to minimize a vulnerability’s impact to victims; 
 

 A passive response normally aims to notify other 
parties about the occurrence of an incident and relies 
upon them to take further action.  

Yue and Cakanyildirim [25] described proactive response and 
reactive response as something related to active response. 
Particularly, for proactive response, which refers to an action 
that can only be taken if there is a trusted decision made by 
IDS itself and in special cases the action can be taken 
immediately. In the case of the action taken immediately, an 
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active response can also be referred to as an immediate 
response [25]. Similarly, active response operates 
automatically as well as run fast [32]. In addition, in order to 
do this, Ragsdale et al. [33] uses some adaptive, learning, and 
intelligent methods in this type of response.  

However, active response sometimes produces 
negative results if the response systems are not configured 
correctly. For example, an active response can generate Denial 
of Service (DoS) attacks to the networks itself by blocking or 
terminating a legitimate connection or user. In order to avoid 
this, the system must be configured correctly so that it can 
respond with confidence. In addition, an active response must 
have capacities to engage a corrective action such as updating 
system patches automatically, logging off a user, 
reconfiguring firewall or disconnecting a port [34]. 
Based on different characteristics such as the level of 
operations, speed and time of response, ability to learn, and 
ability to cooperate with other devices, active response is 
divided into two main categories of proactive and reactive: 
 

 Proactive response is an approach that controls a 
potential incident activity before it happens rather 
than waiting to respond after the incident has 
happened. 
 

 Reactive response reports any incident detected 
directly to information security analyst or a response 
action is taken immediately or in real-time. 
Contradicting to proactive response, reactive 
response reacts only after the intrusion is detected. 

Fundamentally, the proactive response approach prevents a 
predicted intrusion incident based on analysis, investigation, 
reasoning and scientific methods. For example, a probability 
measurement is used to value the possibility of an attack 
happening [27]. In addition, a proactive response approach can 
predict a new intrusion and confidently know the method to 
use to prevent the intrusion from spreading fast.  
 
Proactive responses can be reconstructed into two different 
approaches: 

 Using a prediction method by producing an early 
response to an information security administrator or 
intelligent agent system, and at the same time able to 
minimize potential intrusion impacts in the future. 
This approach can use any machine learning 
approaches either supervised or unsupervised [35]. At 
least, one solution proposed by Schultz [36] showed 
the capabilities of predicting a new attack and this 
technique perhaps can be extended to be used as 
input for future response models. 
 

 Using a case-based reasoning method to pre-empt 
incidents based on historical data. For example, any 
incident detected in real time is stored and later can 
be used as an input for future responses.  Similar to 
the case-based reasoning approach used in an IDS 

[37], but for proactive response, any previous 
incident response will be used as a reference point in 
order to prevent a future similar incident. For 
example, COBRA [38], RedAlert [39] and ADEPTS 
[23, 40] provide a proactive response in order to 
minimize the intrusion impact on other neighbouring 
systems. Similar to COBRA and RedAlert, a recent 
research by Thames, Abler and Keeling [41, 42] uses 
proactive response by updating and reconfiguring the 
firewall dynamically and periodically. 

The second category for active response is reactive response. 
Fundamentally, there is no clear definition of this, but it 
accepted as an approach where the system is maintained in a 
real-time interaction environment or by using human experts 
with automated tools to assist in finding the best responses 
[43].  As defined earlier, reactive response reacts only after the 
intrusion is detected. Therefore, it is suggested that there are 
two stages of responding in this situation;  
 

 issuing confident responses immediately after an 
incident is detected; 
 

 investigating and learning about the uncertain 
incident before further responses can be applied.  

The first stage of response acts only after an incident is 
detected and aims at least to reduce incident impacts. For 
example, an automated response system using an automated 
system can be considered as a reactive response. Cooperating 
Security Managers (CSM) proposed by White [44], 
proactively detect intrusions but reactively responding to the 
incident [23]. In addition, to reduce incident impacts, the 
response at this stage collaborates with other security 
appliances such as firewall; for example the Taichi [45]. The 
Taichi is a system which combines heterogeneous IDSs with 
improved distributed firewall system and able to detect and 
prevent intrusion automatically. 

The second stage of reactive response applies to 
incidents with high uncertainty where the incident need to be 
investigated and the behaviour of the incident needs be learned 
before a further response can be applied. The category is 
fundamentally made based on paper published by Yue and 
Cakanyildirim [25] who suggest that reactive response is 
defined as a response of sending alarms to the security analyst. 
At this stage, unlike the first stage, to reduce uncertainty on 
incident, the response is not taken immediately but waits for 
the incident to be investigated, such as, tracing the incident 
[46] or using a honeypot [47] to collect additional incident 
data for investigation purposes. This stage is a bit similar to 
the passive stage, where there is no action taken to minimize 
intrusion but only provides incident feedback to minimize 
intrusion impact. However, literature generally states that 
responses in this stage are categorised as an active response 
[24, 27, 46, 47, 48, 49]. 

Finally, passive response does not react to minimize the 
impact but only notify and collect information about the 
intrusion. Passive response is one of the earlier responses 
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introduced in IDSs and is therefore vulnerable and exposed to 
the disadvantage where the action produced sometimes gives 
an advantage to attackers. The case study which explains the 
disadvantage is clearly exposed by Cohen [50]. For certain 
cases, ignoring incident is also one of the examples for passive 
response [51]. 

IV. RESPONSE MODEL FOR INTRUSION RESPONSE SYSTEMS 

Based on earlier discussion, it can be seen that response can 
be divided into several different categories and stages. 
Therefore, in order to show the relationship between the 
responses, this paper uses attack time frame as illustrated in 
Figure 1.  This shows the common time frame when attack or 
intrusion is detected and responded by any security appliances. 
In differentiating the type of response and describing the 
response model, the attack time frame clearly depicts the stages 
of the response.  In the figure, the relationship between 
responses is made based upon the attack time frame and 
contains three main lines t(n)-t, t(n) and t(n)+t, where t(n) 
denotes the time of the intrusion alarm. Based on t(n), the 
following two stages appear;  

(i) Before intrusion alarm, between t(n) - t and t(n), 

(ii) After intrusion alarm, in between t(n) and t(n) + t.  

 
Figure 1. Relationship between passive, proactive and reactive response using 

attack time frame 
 

In addition to the two stages, there is another stage of the 
attack time frame, after t(n) + t, which refers to a stage after 
reactive response. The stage before t(n) – t is assumed as a 
normal stage where no intrusion is detected. With a total of 
three main stages, the attack time frame in Figure 1 is 
considered appropriate to describe the variety of responses, 
which have been explained in the previous section. Therefore 
this will be used as the Response Model for Intrusion Response 
Systems. 

The stage of the attack time frame for the response model 
starts from stage t(n) – t, where this is a stage before incident is 
detected by IDSs, t(n). Within this stage, proactive response is 
playing a big role in defending hosts and networks from being 
attacked. For example, a precaution action such as blocking 
any predicted potential incident and adjusting system 
configuration are some examples that can be taken.  

Based on the aforementioned two approaches of proactive 
response, this stage provides two critical response actions; (i) 

prevent any future potential incident based on prediction 
analysis and (ii) prevent current and future potential attacks 
based on incident feedback from passive and active response.  

In the second stage, between t(n) and t(n) + t, a reactive 
response contributes a most significant response to minimize 
incident impacts. In this stage, countermeasures like 
terminating user, process or network traffic that has direct 
influences with attacker is taken only for intrusion with high 
level of confidence. At the same time, some collaboration 
between other security appliances by limiting user, process and 
network traffic can be another example. If there is 24x7 
information security administrator at the time of incident 
detection, an immediate manual response by changing security 
configuration is a crucial activity. However, since this is a 
critical stage, all processes can only be taken if the confidence 
of incident detection is considered very high. This stage ends 
immediately at the line of t(n) +  t, and if any incident cannot 
be solved at this stage, the escalation process will proceed to 
the second stage of reactive response.  

Unlike the previous stages, the last stage after t(n) + t is an 
investigation phase. The stage is continuous with no specific 
ending point; hence this stage is suitable for non critical 
system. The moment is a continuous stage and only finish once 
the incident has been investigated and action has been taken. 
This stage is using the second stage of reactive response by 
waiting, investigating and learning about incident before 
further response can be applied.  

In addition at stage t(n) + t, some incident feedback can be 
collected from passive responses. This can be combined with 
the feedback on the current stage and act as an input for 
reactive and proactive responses. Furthermore, the feedback 
cycle between reactive and passive responses provide a 
bidirectional feedback which is from both responses; therefore 
both responses communicate continuously in order to provide 
better investigation and analysis on any incident.  

Finally, as a conclusion from the discussion above, it 
clearly indicates that response model for IRSs can be divided 
into two main response zones; active and passive zone with 
additional four different stages in active response (i) two 
approaches of proactive response, (ii) two stages of reactive 
response. 

V. PRODUCT COMPARISON 

In understanding the model, this paper presents a 
comparison study. This study helps to investigate the level of 
response applied in commercial and research products, 
looking at IDS, IPS and IRS technologies, as well as Security 
Information and Event Management (SIEM) products. 

A total of 34 systems were compared, including both 
commercial and non-commercial products. The commercial 
products were selected based on two reports from Gartner, 
namely the Magic Quadrant for Network Intrusion Prevention 
System Appliances [52] and Magic Quadrant for Security 
Information and Event Management [26]. As a guideline, the 
non-commercial products were selected based on online 
ratings of open source products published by several experts in 
the area [53, 54, 55]. 
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Using the previous response model in Figure 1, active 
response is divided into proactive and reactive responses. 
Proactive responses are further subdivided into ones utilising 
attack prediction and the ones that do not. As for reactive 
responses, they are subdivided into 2 stages. Based on the 
response model, the 1st stage of reactive response refers to the 
countermeasures like terminating the user, process or network 
traffic and collaboration between other security appliances by 
limiting the user, process and or network traffic. Therefore, in 
comparing the product, the study tabulates the result for the 1st 
stage of reactive response into two categories; collaborates 
and terminate. The first category relates to any collaboration 
that can be established between the product and other 
products, and the second category refers to the ability of the 
product to terminate user, process and/or network traffic. In 
extension, the study tabulates the result for the 2nd stage of 
reactive response in the “collects information” column. 
Finally, the study uses six categories of passive responses, 
namely syslog and console, email, pager, SNMP, HTML and 
PDA/Mobile. 

Product literature and documentation, white papers, and 
online articles were then investigated during late 2009 in order 
to determine the response options offered by the selected 
products. Table 1 shows the results of this survey. However, 
the detail about the product can be varied and additional 
information about the product can be found directly from the 
product website. Misclassification of the response is 
considered low, but there still is some minor potential for 
error. 

From the table, the Network Intrusion Detection Systems 
(NIDS) category is dominated by the commercial products, 
and only 4 out of 19 products are non-commercial products. A 
part from that, the result shows 26 products are stand-alone 
IDSs or IPSs product and the rest are SIEM products or a 
combination of the SIEM and IDSs/IPSs products. However, 
not all surveyed organisation produce SIEM and IPSs products 
together. This report highlights at least 7 IDS/IPS products use 
Security Information and Event Management from same 
company or organisation (namely Trend Micro, McAfee, 
IBM, Enterasys Networks, NitroSecurity, Cisco Systems and 
CA Inc). 

 
Interestingly, the study highlights the following findings; 
 

 This report identified that only 2 products used the 1st 
type of proactive response. The products were 
McAfee IntruShield® Security Manager (ISM) and 
Radware's DefensePro (APSolute Immunity). 
 

 Most of the products apply the 2nd stage of the 
proactive response. 80% of the products apply 
blocking mechanism techniques as a proactive 
response, but only 44% of products had the capability 
to automatically adjust the configuration regularly. 
 

 Not all products have capability on making 
connection or collaboration with other security 

appliances, only 82% of the products surveyed has 
the ability on the 1st stage of reactive response. 
 

 30 products (88%) had an ability to terminate the 
connection. 
 

 All products have an ability to collect information 
about the incident, which is the 2nd stage of the 
reactive response. 
 

 All products support passive responses, with 88% 
using console or syslog as a main notification 
method. 
 

 Email, HTML and SNMP are supported by the 
majority of products to notify security analysts. 
 

 Pager and mobile notification are relatively rare, with 
less than 10% using these types of notification.  

However, the study also has some limitations as follows; 
 The comparison study only focused on the 

commercial product based on Gartner’s report. In 
addition, there are other products listed in Table 1 are 
not covered in the Gartner’s report; for example the 
non-commercial products.  
 

 Since the comparison study aims to provide basic 
analysis of available responses options in IRSs, the 
result of the study can not be used as an evidence for 
selecting the best product in mitigating intrusions or 
attacks, as other factors such as performance, 
detection accuracy, etc would need to be considered 
for such a decision. The study does not necessarily 
show the best product for IDSs/IPSs/IRSs/SIEM, as 
aspects such as performance, detection accuracy, and 
so on have not been taken into account. In this case, 
if the product listed has more than 1 type of 
responses or satisfy all the response, it does not mean 
and refer to the best product. 

VI. CONCLUSION 

This paper studied incident response by explaining and 
comparing the variety of responses guided by response model, 
attack time frame and some literature studies. Even though the 
response model is not scientifically proved by experiments, it 
clearly defined that response can be divided into two main 
categories of active and passive, and further stages of 
proactive and reactive response. 

Using multiple literature comparisons, different 
perspectives, taxonomies, comparisons and relationship 
studies between types of responses, active response clearly can 
be divided into two other responses, proactive and reactive. 
Proactive is a response responding before an incident happen 
and reactive response is a respond after an incident happen. 
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Using attack time frame, a clear distinction between proactive 
and reactive response is explained.  

In addition, using this response model, the research on the 
intrusion response can be enhanced, particularly in selecting 
and mapping appropriate response with appropriate incidents. 
For the time being, intrusion response relies on the multi and 
variety type of responses. The response model can be used as 
a model to map the current existing responses by arranging 
them into appropriate stage. For example, a serious incident 
can be mapped into proactive or reactive response and the 
other incident can be mapped into the passive response.  

In addition, the comparison study has shown that the 
response model can be applied to current commercial and non-
commercial products. The study noted that the current 
products can be categorised into appropriate type of responses. 
In addition, the availability of the current response option is 
considered appropriate because at least one response applied 
in commercial or research product. The study has provided a 
clear distinction between the options of responses. 

There are many other things need to be done before 
Intrusion Response Systems (IRSs) can become reliable, 
efficient and matured technology. One of the objectives of this 
paper is to show that the response model can be used to map 
the appropriate response with appropriate incident; therefore 
in the future, by arranging and prioritizing incidents, the 
model can ensure that serious incidents can be assured to 
receive correspondingly serious responses. 
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